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Background

• Monocular 3D scene reconstruction: predicting 3D model from 
consecutive frames, without distance measurements.

• Traditional visual SLAM systems: sparse reconstruction;

• Two-stage deep learning methods: spatial inconsistency.



Motivation

• End-to-end methods: directly regress TSDF volumes.

• Over-smoothed results due to insufficient supervision neglecting spatial 
details. (only GT TSDF with large voxel size)

• Oversimplified feature fusion ignoring temporal cues. (simple average 
feature fusion)



Our Method

• Over-smoothed results due to insufficient supervision neglecting spatial 
details.     

• -> Introducing sparse depth input – a by-product of VSLAM system for 
free

• Oversimplified feature fusion ignoring temporal cues. 

• -> Proposing sparse cross-modal attention mechanism for utilizing 
spatial-temporal cues 



Our Method
• Sparse depth input – a by-product of VSLAM system for free:
• Current end-to-end method needs a real-time off-line VSLAM system for 

generating camera poses.

• Sparse cross-modal attention mechanism:
• Adaptive feature aggregation for color 

information and sparse point-based 
geometry priors, distilling more informative 
cues for accurate reconstruction. 



Our Method: Pipeline

•



Our Method: Local Spatial-Temporal Fusion

• LSTF with sparse cross-modal attention mechanism, enabling both 
adaptive weighted feature fusion in temporal dimension and channel-wise 
multi-modal feature interaction for spatial feature fusion. 



Our Method: Local Spatial-Temporal Fusion

• Implicit Temporal Attention: 𝜔𝑙,𝑖𝑚

• Explicit Spatial Attention: 𝜔𝑙,𝑒𝑥



Our Method: Global Spatial-Temporal Fusion

• The inference time bottleneck lies in the structure of 3D sparse convolution 
layers.

• We significantly modify the network structure and reduce the number of 
parameters, so that to accelerate the whole network at a large margin.



Results



Results



Demo Video



Thanks for your attention!

zcyg22@mails.tsinghua.edu.cn
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